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TRAITEMENT AUTOMATIQUE DE LANGUE
NATURELLE'

Introduction

Le but de cet article est de présenter certains aspects du traitement
automatique du langage naturel.

Mon étude sera consacrée a une présentation générale des concepts
et des méthodes qui jouent un réle trés important dans le développement
du domaine scientifique qu’ on appelle linguistique informatique, industrie
de la langue, langue et informatique, linguistique calculatoire ou, tout
simplement, linguistique computationnelle. Je parlerai de la «traduction»
des langues naturelles dans une représentation formelle intelligible pour
un ordinateur de sorte que les messages émis dans une langue naturelle
soient traités automatiquement. Le probléme de la représentation de la
connaissance, qui est un probléme central en intelligence artificielle, par
rapport a la représentation des langues naturelles et formelles qui
vehiculentla connaissance, sera abordé brievement. Il ne faut pas oublier
que la compréhension et la production des phrases ou des textes en
langue naturelle sont devenues des éléments cruciaux de communication
homme-machine.

1. Langues naturelles et langues formelles

On appelle «langues naturelles» les langues pratiquées par les étres
humains pour communiquer entre eux. Les langues naturelles s’ opposent
aux langues dites «formelles» qui sont utilisées dans des domaines
scientifiques particuliers (e.g., les mathématiques). Le but d’ une langue
formelle est, a I' aide d' un vocabulaire restreint et de structures
relativement simples, de modéliser et de représenter des phénomeénes
linguistiques a un niveau abstrait. Les langues formelles ont été créées
par I' homme et sont utilisées surtout dans les domaines des
mathématiques et del’'informatique. Une des qualités les plusimportantes
de ces langues est la non ambiguité et I' absence de données non
explicites, qualités qui, comme nous verrons ci-dessous, ne caractérisent
pas les langues naturelles.

Aujourd’ hui, il est possible de développer des modéles décrivant et
analysant le systéme d’ une langue naturelle et d’ en tester la fiabillité a I’
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aide de |" ordinateur. Cette procédure est relativement complexe car elle
nécessite non seulement une bonne connaissance des langages formels
mais aussiune connaissance des méthodes employées par la linguistique
theorique. La grammaire scolaire ne suffit pas a résoudre les problémes
de décriptage d’ une langue naturelle. Mais méme la connaissance
linguistique n’ est pas suffisante. Il y a certaines caractéristiques des
langues naturelles qui posent beaucoup de problémes et dont il faut tenir
compte lorsqu’ il " agit de traiter une de ces langues par des moyens
informatiques. Citons certaines de ces caractéristiques:

a) Absence d’un nombre fini de mots. Le vocabulaire d’ une langue
ne contient pas un nombre fini d’ éléments. Différents néologismes,
surtout au niveau de termes techniques, sont créés constamment dans
les domaines scientifiques, comme par exemple en médecine,
télécommunications, etc...

b) Absence de description rigoureuse. Malgré les efforts des
linguistes et des grammairiens, il serait impossible d” avoir une description
exhaustive des données d’' une langue naturelle. Cette absence de
description complete est due en partie a I' évolution constante des
langues vivantes qui fait que des mots nouveaux sont créés, d’ autres
sont viellis, des structures changent et sont remplacées par d’ autres
structures, et en partie a la présence d’ exceptions dans chaque langue
naturelle qui rend la formulation des régles décrivant le fonctionnement
linguistique une tache extrémement difficile.

c) Non - respect des régles. Il est généralement accepté que les
locuteurs d’ une langue ne respectent pas toujours les regles de syntaxe
(surtout dans le langage parlé) et trés souvent celles d’ orthographe (s'il
s’ agit du langage écrit), sans pourtant que cela entrave la
compréhension. Par exemple, une phrase d’ une langue naturelle peut
étre agrammaricale et cependant compréhensible. Au contraire, toute
erreur dans le cas d’ un langage formel (e.g., langage de programmation)
cause |" interruption du compilateur.

d) Influence du contexte. Trés souvent, le sens d’ une phrase
particuliére ne peut qu’ étre déterminé par le contexte de cette phrase. A
titre d’ exemple, nous pouvons citer les phrases elliptiques ou les phrases
avec des anaphores. Dans ces phrases, on évite souvent la répétition d’
une structure déja entendue en utilisant des tournures particuliéres (cf.
1a) ou I’ on emploie des pronoms qui réferent a des entités déja connues
par I’ auditeur ou le locuteur (cf. 1b):

(1) a. Pierre revise mieux son examen avec Paul que Jean avec Dominique.
b. Anne a promis qu’ elle serait a I’ heure.
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Dans (1a), la structure revise son examen est omise afin d’ éviter la
répeétition. Quant a (1b), elle désigne soit Anne soit une autre personne
sous la responsabilité d' Anne.

e) Ambiguités. Chaque langue naturelle est pleine d’ ambiguités qui
rendent la description et I’ interprétation d’ une phrase une tache assez
difficile. Ces ambiguités sont a) lexicales (e.g., le mot /a qui est soit un
article soit un pronom), b) syntaxiques (e.g., dans la phrase Il a regu le
portrait d’ un ami, le constituant d” un ami peut étre rattaché soit au
verbe soit au nom portrait, et c) sémantiques (e.g.la phrase Il ne va pas
en bateau a Mytiléne peut étre comprise de trois fagons: 1. Ilne part pas,
2.l va en avion, 3. Il ne va pas & Mytiléne mais ailleurs).

Ces caractéristiques causent des problémes & tout effort de traiter
automatiquement une langue naturelle. Les techniques habituelles de I
informatique sont loin de suffire et on demande I" application d" autres
techniques innovatrices.

En outre, Il faut signaler qu'il seraitimpossible d’ aboutir & une résolution
systématique des problémes posés par le traitement des phénomenes
linguistiques sans avoir réalisé une association entre les regles
linguistiques et la connaissance du monde. C’ est la raison pour laquelle
les différents programmes de recherche font appel aux méthodes et aux
procédés de plusieurs disciplines, linguistique, psychologie, informatique,
logique, mathématiques.

2. Niveaux d’ analyse linguistique

Les niveaux du traitement d’ une langue naturelle correspondent plus
ou moins aux niveaux de I' analyse linguistique. Ainsi, nous avons la
phonétique, les quatre niveaux d' analyse de linguistique théorique
(phonologie, morphologie, syntaxe et sémantique), le lexique et la
pragmatique:?

Phoniétique
Phonologie
Lexique
Syntaxe ———— Sémantique

Morphologie ‘

Pragmatique
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Lors du traitement automatique de la langue, ces niveaux doivent étre
relativement bien délimités et une certaine coopération plus ou moins forte
doit exister entre eux.

Le niveau phonétique traite de la fagon dont sont composés les sons
et il est tres lié a la physique et & I' acoustique (cf. Abercrombie 1967 et
pour le grec moderne Botinis 1989; Arvaniti 1991). On se sert des données
de ce niveau pour le développement des domaines de la reconnaissance
et de la synthese vocales.

Le niveau phonologique, peu intégré, & I' heure actuelle, dans I’
analyse automatique du langage naturel, traite de la fagon dont se
combinent les phoneémes pour former des syllabes, des mots, des
groupes de mots et des phrases (cf. Nespor et Vogel 1986 et pour le grec
moderne Kovtog 1990).

Le niveau morphologique comprend tout ce qui concerne I" analyse
et la formation des mots par rapport aux trois processus morphologiques,
la flexion, la dérivation et la composition (cf. Scalise 1984 et pour le grec
moderne Ralli 1988). Les données de ce niveau sont utilisées pour la
construction des dictionnaires électroniques et pour le développement
des processeurs morphologiques (cf. Ralli et Galiotou 1987).

Le niveau syntaxique rend compte de I’ agencement des mots pour
former des phrases grammaticalement correctes. Cet agencement est
souvent décrit par des régles de formes diverses: regles de reecriture
indépendantes du contexte (X --> Y Z, cf. Chomsky 1965), notations
fonctionnelles (cf. Bresnan 1982), etc. Le niveau syntaxique constitue I’
aspect le plus important de la recherche en linguistique theorique
contemporaine (cf. Chomsky 1965, 1981, 1992 et pour le grec moderne
OeopavoroUAiou - Kovtou 1990; diirmakn - Warburton 1992).

Le niveau sémantique traite de la signification des mots et des phrases
(cf. Lyons 1990).Des regles de composition sémantique sont associées
aux structures syntaxiques pour décrire comment la représentation
interne d’ une structure se déduit des représentations des sous-structures
quila composent (principe de compositionnalité). Ce domaine est encore
peu développe.

Le niveau pragmatique a pour tache d’ insérer une phrase dans son
contexte (cf. Bar-Hillel 1971). Cette tachen’ est pas facile car on doit faire
appel & des éléments tres variés, souvent non linguistiques, d" une
complexité trés grande. Des théories basées sur la logique sont souvent
employées dans les systemes des langues naturelles pour résoudre des
problémes posés a |'intérieur de ce niveau.

Le niveau lexical comprend une liste d’ élements non analysables en
4 autres unités. Les entrées lexicales sont des mots ou des morphémes
suivant le type de langue en guestion (cf. Aronoff 1976; Kiparsky 1982).
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Par exemple, en grec moderne, qui est une langue tres riche en flexion, le
lexique est basé sur le morphéme. Le frangais, dont la flexion et la
composition ne sont pas particulierement développées, a plutotun lexique
basé sur le mot (cf. Corbin 1987). Les entrées lexicales sont
accompagnées de toute information imprévisible (categorie, classe
flexionnelle, traits syntaxiques et sémantiques) et sont en relation directe
avec la composante de la formation des mots (morphologie) qui est
responsable pour la combinaison des entrées entre elles. Il estanoter que
le lexique et la morphologie sont les deux niveaux utilisés dans la
construction des dictionnaires électroniques et dans le développement
des détecteurs et correcteurs de fautes d’ orthographe et de frappe (cf.
Byrd 1991; Gross 1991; Touratzidis et Ralli 1992).

A chacun de ces niveaux correspondent des régles et des structures.
Chaque niveau peut étre traité indépendamment ou plusieurs niveaux
peuvent étre intégrés. En général, un systéme d’ analyse automatique de
langue naturelle ne fait pas appel & I' ensemble de ces niveaux dont I
utilisation dépend des objectifs du systeme particulier ou de I" approche
adoptée, théorique et/ ou formelle.

Cependant, compte tenu des objectifs de cet article qui se propose d’
étre une introduction au traitement automatique des langues naturelles, J'
illustrerailes observations ci-dessus en donnant |’ esquisse d’' un systéme
hypothétique qui se donne pour but I’ analyse et la génération de phrases
écrites (Figure 2).

entrée — Morphologie — Analyseur — Représentation —slInterprétation

(Formation formelle
des mots) /

Lexique Syntaxe  Sémantique (Requéte
\ / pragmatique)
sortie «——— Génération Reésultat
Figure 2

Les etapes principales de I" architecture donée & la Figure 2 sont les
suivantes:,

a) L'entrée dela phrase, donnée sous forme d’ une chaine de mots, est
d’ abord soumise a un traitement morphologique et lexical permettant o’
identifier |a liste des morphemes et leur sens qui constituent cet énoncé.
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L’ analyse des mots doit étre poursuivie jusqu’ & obtention des radicaux
et des affixes.

b) Un analyseur basé sur les principes syntaxiques régit une
représentation formelle intelligible pour le systéme.

c) Cette représentation est liée & une interprétation sémantique en
tenant compte de I’ enseignement de la composante sémantique.

d) En faisant une requéte au domaine de la pragmatique, on confirme
le caractére correcte ou erroné du résultat, en utilisant des informations
diverses relatives au contexte de I’ énoncé.

e) La procédure de la génération consiste & permettre au systéme de
formuler une réponse en langue naturelle & partir d’ une représentation
formelle obtenue par la procédure de I' analyse. Durant la génération, le
systéme suit I’inverse de la démarche suivie dans I’ analyse.

Pour que I’ ordinateur comprenne la représentation d' une phrase écrite
(chaine de mots), il faut qu’ il convertisse cette représentation en une ou
plusieurs autres représentations formelles mieux «manipulables» que la
premiere. Cette procedure reléve de I" analyse automatique de texte. Le
probléme de I' analyse consiste alors a trouver une procédure qui
permette de traduire une chaine de mots en une ou plusieurs autres
représentations. D’ habitude, les représentations sont données sous
forme de structures arborescentes. Ces arborescences sont
particulierement intéressantes puisqu’ elles constituent une structure de
données riche et souple du point de vue informatique, familiére et
expressive pour chaque linguiste.

Pour que I' ordinateur puisse répondre et formuler une réponse dans la
langue désirée de I’ utilisateur, il faut qu’ il produise une phrase a partir d’
une représentation formelle. Cette deuxieme procédure releve de la
génération automatique. Historiquement, la génération automatique est
un domaine de traitement informatique assez récent et peu élabore (cf.
Danlos 1985).

En général, le traitement automatique d’ une langue naturelle exige une
modélisation du systéme linguistique. Pour [' élaboration de cette
modélisation, il faut tenir compte d' une théorie linguistique et de ses
principes les plus abstraits, si nous voulons avoir un systeme de grande
envergure (e.g. théorie des traces, cf. Marcus 1980; gouvernement et
liage, cf. Wehrli 1983; grammaire fonctionnelle lexicale, cf. Bresnan 1982,
etc.). Cependant, les théories linguistiques existantes ont éte élaborées
indépendamment des systémes de traitement automatique des langues.
Par conséquent, leur application au domaine de la linguistique
informatique entraine souvent de nombreuses adaptations, modifications
et extensions. D’ aprés Morin (1985), pour qu’ un processeur fonctionne
efficacement, deux problémes sont & considérer: a) la complexité des
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grammaires et des lexigques utilisés et b) la complexité des structures de
travail nécessaires.

3. Domaines d’ application du traitement des langues naturelles

Voyons maintenant quelques domaines d’ application qui constituent
des poles d’ activité du champ de langue et informatique:

1) La synthése et la reconnaissance de la parole (ou synthese et
reconnaissance vocales) qui présupposent une recherche dans le
domaine de phonétique et de phonologie.

2) L’ assistance de I ordinateur dans I’ analyse, la compréhension et la
génération des textes. Cette application a été expliquée en détail au
paragraphe précédent.

3) La traduction assistée par ordinateur. L' importance de cette
application est déja sentie dans plusieurs secteurs économiques,
politiques et littéraires. Il faut souligner qu’ & I" aide de la traduction des
mots et des phrases, on supprime les barrieres linguistiques et on pourrait
avoir acces aux textes internationaux.

4) Le traitement de I’ écriture imprimée et la publication assistée
par ordinateur. Le traitement de textes s' impose aujourd’ hui comme
instrument de travail, tant au niveau familial que sur le plan professionnel.
Les points essentiels sont le formattage automatique, I' élimination des
fautes d’ orthographe, I' aide grammaticale, I’ indexation automatique.

5) L’ informatique documentaire (stockage et consultation de I
information).

6) Les systémes experts et les bases de connaissances. Les
systémes experts sont des systémes intelligents d’interrogation de bases
de connaissances en langage naturel. Les bases de connaissances sont
des représentations structurées et explicites des regles sous-jacentes a
un domaine d' expertise humain. Un exemple de systeme expert constitue
le MYCIN, construit principalement par le Docteur Edward Shortliffe de I
Université de Stanford, au début des années 1970. Il est congu pour se
comporter comme un consultant pour le diagnostic et pour le traitement
des maladies infectieuses.

7) Les dictionnaires électroniques. Un dictionnaire traditionnel est
adapté a des utilisations pédagogiques et culturelles variées qui
demandent un compromis pas toujours clairement défini entre les
nombreux faits et données. Un dictionnaire électronique est une
représentation formalisée des unités élémentaires dont I’ agencement
forme les phrases de notre langue. Sa conception théorique et sa
réalisation avec des programmes informatiques fait que les entrées d’ un
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dictionnaire électronique sont a la fois plus détailées et plus limitées que
celles des dictionnaires usuels. Par exemple, I unité de sens est attachée
au radical du mot tandis gque les traits morphosyntaxiques (nombre,
personne, etc.) sont attachés & la désinence. Ce principe s’ oppose donc
ala pratigue lexicographique courante qui assigne autant le sens que les
traits morphosyntaxiques au mot entier.

3.1. Un exemple d’ application: la lexicographie computationnelle

La rédaction des dictionnaires par les lexicographes est inimaginable
sans recours a |” aide qui est offerte par I' informatique. Autrefois, la
fonction du traitement automatique des textes se limitait a I’ indexation
alphabétique des mots. Aujourd’ hui, on ne pourrait, vraiment, embrasser
toute larichesse lexicale d’une langue, comme le grec ou le frangais, sans
| assistance de I’ ordinateur. L’ introduction de I" ordinateur en lexicologie
et lexicographie et la possibilité d" avoir des banques de données ont
donné une impulsion décisive & la constitution de corpora de plus en plus
vastes de plus en plus diversifies. Les bénéfices que le lexicologue et e
lexicographe peuvent attendre de cet investissement sur I'accumulation
de textes enregistrés sont les possibilités illimitées d" exploration de ce
trésor. Pour chaque élément du lexique, on accumule un nombre
considérable de contextes avec des informations morphologiques,
sémantiques et syntaxiques qui tend vers une description exhaustive des
emplois de I’ ¢élément. Au moyen de la confrontation des concordances,
on peutidentifier les entrées lexicales générales et spécifiques (emprunts,
néologismes dans différentes variétés d’ une langue) ainsi que les
particularités de leur fonctionnement dans la langue.

Il est & noter qu’ une banque peut et doit contenir des textes littéraites,
politiques, techniques, des textes de toute sorte apparaissant dans des
journaux. Au moyen de dépouillement automatique de textes de
différentes disciplines, on peut rendre compte de I' état actuel de la
terminologie en créant des dictionnaires techniques de spécialités
distinctes; ces dictionnaires permettent de déterminer la proportion d’
¢léments nationaux et internationaux qui est propre & la terminologie d"un
domaine particulier®. L’ ordinateur personnel (PC) est facile a connecter
& une banque de données et son utilisation est a la portée d’ un grand
nombre de personnes. En outre, I utilisation des réseaux de
télécommunications ouvre de nouvelles perspectives et intéresse sans
doute de nombreux secteurs d’ activité lexicographique. Par exemple, le
systeme frangais MINITEL permet d’ accéder & de multiples services d’
information que ce soit pour une utilisation privee ou pour des applications
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professionnelles.

En conclusion, nous pouvons dire que I emploi de I" informatique a
modifi¢ I' étude du lexique et celle du fait lexical. Il y a des gains immenses
de temps, et d' efficacité. L' assistance de I' ordinateur offre une
accélération considérable au traitement de matériaux lexicographiques
en ce qui concerne non seulement le contenu de dictionnaires genéraux
mais aussi celui de dictionnaires des néologismes, des synonymes, des
régionalismes, des termes spéciaux, etc.. L' ordinateur peut aussi aider
a la réalisation de dictionnaires inverses qui jouent un réle trés important
dans I’ étude de la formation des mots dont la création repond aux besoins
sociaux?*. Cependant, I" utilisation de I ordinateur en lexicologie crée des
exigences nouvelles a commencer par celle d’ un personnel spécialise de
haut niveau.

4. Conclusion

L' ordinateur intervient aujourd’ hui dans un grand nombre de nos
activités et dans les années qui viennent non seulement ce nombre est
appelé a croitre considérablement, mais aussila part prise par la machine
dans chacune d’ entre elles devrait fortement augmenter. Le traitement
automatique des langues naturelles est assurément promis a un avenir
tres riche car les possibilités offertes par une machine qui comprendrait
notre langage sont immenses.

IHMEIQZEIZ

1. Une premiére version de cet article a été présentée au Premier Congres International
des Professeurs du Frangais en Gréce.

2. Dansle cadre de la morphologie lexicale (cf. Kiparsky 1982), I' analyse morphologique
appartient au domaine du lexique.

3. Vers 1960, la Communauté Européene (aujourd’ hui, Union des Communautés
Européenes)lance une banque de terminologie multilingue, le EURODICAUTOM quirecencait
des termes (mots ou syntagmes) dans les textes et permettait par comparaison de retrouver
dans les autres langues les termes équivalents. A ' heure actuelle, il existe d' autres banques
de terminologie et toutes fonctionnent comme des réservoirs d' informations technologiques
accessibles par un grand nombre de terminaux.

4. lls’ agit de dictionnaires comportant des listes de mots dans un ordre alphabétique selon
leurs finales, et constituent un outil indispensable dans I’ identification des suffixes.
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NEPIAHWH
AyyeAlkn PaAAn, Enefepyaocia duokig Mwooac

H emomun ™G UMOAOYIOTIKAG YAWGOOAOY(ag eival katvoupyla Kal oxe-
TIKG Qyvwom omv EAAGSa. Apopd o xprion evvol@y Kat peBodwy g
MANPOPOPIKAG OV eMeEePYania TG PUOIKAG YALOOAG.

2’ autd To apBpo, kataBarAeTal, kat apxnv, mpoomndabela va So8Bei pia ye-
VIKT) EIKOVA TWV apX®V TG UNMOAOYLOTIKAG YAwaooloyiag. Meptypapovtat
oL SBUCKOAIEG TTOU EVUTIAPYOUV 0NV auTOHAT avaAuon Kal autépatn cuv-
Beomn pag YAwooag kat ekTiBeTal £va oUvoAo EQapUoY®V ISIaiTEPQ XProt-
LWV OE TOUEIG OTIWG N AeEIKOYPaAPia, N HETAPPAON, N AVAKTN O MANPOPO-
plv anod keipeva, KAM. TEAoG, unootnpileTal 6Tl N XPEron mg TeEXVO-
Aoyiag, 6tav cuvodeleTtal and v KaTtaAAnAn yvawon, urnopei va Bondrnoet
ONUAavTIKG TV €peuva 0N HEAET TWV YAWOOWY MPoopépovTag m duva-
TOTNTA Yla MANPOTNTA OTIG AVAAUCELG Kal EEOIKOVOUN DT XPOVOU.
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